
Statistical Techniques for Parameter Estimation

``It will be to little purpose to tell my Reader, of how great Antiquity the playing of
dice is.’’ John Arbuthnot, Preface to Of the Laws of Chance, 1692.



Statistical Model
Observation Process: There are errors and noise in the model so consider

Strategy:

Statistical Model:

or
(Discrete)

(Continuous)

Strategy:



Nonlinear Ordinary Least Squares (OLS) Results

Motivation:  See the linear theory in “Aspects of Probability and Statistics.”
These results are analogous to those summarized on Slides 30-31.

Reference:  See the paper “An inverse problem statistical methodology
summary” by H.T. Banks, M. Davidian, J.R. Samuels, Jr., and K.L. Sutton in
the References

Assumptions:

Least Squares Estimator and Estimate:

Variance Estimator and Estimate:



Nonlinear Ordinary Least Squares (OLS) Results

Covariance Estimator and Estimate:

Spring Example: Page 9



Nonlinear Ordinary Least Squares (OLS) Results
Statistical Properties:



Generalized Least Squares (GLS) Motivation
Model Fit to Beam Data:



Generalized Least Squares (GLS) Motivation
Residual Plots:

Observation: Residuals (and hence errors) are not iid.

Strategy: Consider a statistical model where the errors are model-dependent



Generalized Least Squares (GLS)
Note:

Idea:  Consider a weighted least squares estimator

Algorithm: See Section 3.2.7 of the book

Note: The GLS does NOT changes the properties of the underlying model



Nonlinear Ordinary Least Squares (OLS) Example

Example: Consider the unforced spring model

Note: We can compute the sensitivity matrix explicitly.  Since

solutions have the form

for the underdamped case



Nonlinear Ordinary Least Squares (OLS) Example

Reformulation: Take

Note:



Nonlinear Ordinary Least Squares (OLS) Example

Sensitivity Matrix:


